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Lung cancer is a condition caused by cancer cells growing in the lungs. 

Lung cancer causes a weakened immune system, tumors, and other 

abnormalities that prevent the body from functioning properly. Lung 

cancer examination uses various technologies, namely CT Scan, X-ray, and 

others. However, the examination is relatively expensive and takes a long 

time. The use of machine learning makes it possible to support lung cancer 

diagnosis. With the large amount of medical data available today, machine 

learning can recognize patterns in the data so that it will help the process 

of diagnosing lung cancer more effectively. This study aims to correct 

overfitting in previous research which used the decision tree method to 

predict lung cancer with cross-validation techniques. In this research, we 

use a public dataset from Data World. This dataset consists of 25 data 

attributes and has 1000 data. The results of this research are rules obtained 

from decision trees which are then evaluated to produce 96.7% accuracy, 

96.7% precision, 96.7% recall, and 96.7% f1-score. These results show that 

the decision tree method performs well in predicting lung cancer early and 

the cross-validation technique can overcome overfitting in decision trees 

with more general and stable results. 
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1. INTRODUCTION 
Lung cancer is a condition caused by cancer cells growing in the lungs. Lung cancer causes a 

weakened immune system, tumors, and other abnormalities that prevent the body from functioning 
properly [1]. Based on cell origin, lung cancer is divided into two subtypes, namely the first non-
small-cell lung cancer (NSCLC) which also has several subtypes and the most common are 
adenocarcinoma and squamous carcinoma [2]. second, small-cell lung cancer (SCLC), which is a 
neuroendocrine carcinoma that is often suffered by active smokers [3]. The prevalence of the NSCLC 
type is greater than SCLC and is classified as a type of lung cancer with a high level of malignancy 
[4]. Based on cancer statistics data, as many as 236,740 cases of lung cancer and as many as 130,180 
will die from lung cancer in 2022 [5]. Congenital factors that are at risk of lung cancer include age 
where the average lung cancer sufferer is 70 years between men and women, gender where men are 
at greater risk of suffering from lung cancer compared to women, and heredity [6]. 

https://jurnal.polinela.ac.id/routers
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America has the second-highest number of deaths from lung cancer after China [7]. Not only in 
America but throughout the world, cancer continues to increase even though medical equipment is 
becoming more sophisticated and the number of medical personnel is increasing, the diagnosis of 
this disease is carried out at a late stage[8]. After prostate cancer in men and breast cancer in women, 
lung cancer is common not only in men but also in women [8]. In America, deaths caused by lung 
cancer are more numerous than deaths caused by prostate and breast cancer, with 236,740 cases of 
lung cancer and 130,180 cases of death [9]. In Indonesia, lung cancer cases reached 34.78 in 2020 [10]. 

Computer-based diagnosis systems have a very important role in faster detection and diagnosis 
of body disorders [11]. Lung cancer detection can use technology that is currently increasingly 
sophisticated such as X-ray, CT scan, MRI, and so on [12]. However, it is expensive, and medical 
personnel can detect the disease at an advanced stage [13]. Thus, early detection of lung cancer needs 
to be carried out in order to minimize the number of deaths and increase the life expectancy of 
patients with lung cancer. Machine learning (ML) can be applied to assist in early detection and 
prediction of disease [13]. ML helps analyze and process data or information to find patterns or 
problems that cause disease. Applying ML in the medical world helps doctors diagnose diseases 
better and faster thereby saving money and time [13]. However, ML algorithms need to be improved 
to assist medical personnel in making effective clinical decisions with good accuracy [13]. Several 
ML methods that are widely used to make predictions are linear regression, logistic regression, 
decision tree (DT), naive bayes, random forest, neural network, and so on [14]. Researchers chose to 
apply the decision tree method because this method is easy to implement, simple, and has good 
performance for prediction [15], [16]. 

Several researchers have applied the decision tree method to predict lung cancer, such as 
Saeed's (2019) research which predicted lung cancer using a dataset of lung cancer patients in 
hospitals in Karachi, Pakistan, and produced an accuracy of 60%. Kumar Moan and Bhraguram 
Thayyil (2023) also conducted research using a database of patients with lung cancer and produced 
an accuracy of 88%. Another researcher, namely Gupta (2023), predicted lung cancer using a dataset 
obtained from the cbioportal and produced an accuracy of 85.7%. Another research was conducted 
by Haris (2024) who used a dataset from world data and produced an accuracy of 100%. This 
research used a random sampling technique. In this technique, data is selected randomly to be used 
as training data and validation data [21]. The model created also uses unlimited parameters, 
including the minimum number of branches is not specified, and uses the minimum number of 
branches by default in the orange tools used. The depth of the decision tree built in this research is 
also not limited, which causes the decision tree to capture noise. The use of random sampling 
techniques to evaluate the performance of machine learning models does not use all the data to be 
used as training data and validation data because it only divides the training data by percentage and 
validation data by percentage [22] so that the results obtained are not general and unstable. 

From the research above, the implementation of decision trees for lung cancer prediction 
produces good accuracy, but there are still gaps for improvement. Based on the results of this 
research, this research intends to modify decision tree research for lung cancer prediction with a 
larger and more diverse dataset and use cross-validation evaluation techniques to overcome 
overfitting in the ID3 decision tree model. 

The statistical technique that is widely used to evaluate the performance of machine learning 
models is cross-validation (CV) that divide data into training sets called folds [23]. The use of CV in 
evaluating model performance can highlight problems in the data such as selection bias or 
overfitting [24]. CV selection can be done based on the size of the dataset used. The use of folds in 
CV is usually used to shorten computing time and stabilize the performance accuracy of the model 
[25]. 

This research aims to overcome overfitting in research that has applied decision trees for lung 
cancer prediction by creating a model and analyzing the performance produced by the ID3 decision 
tree model. Thus, the results obtained from this research can be used by medical personnel to support 
early detection of lung cancer so that diagnosis becomes more effective and does not take much time. 
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2. LITERATURE REVIEW 
Pada bagian ini, Anda harus menjelaskan bagaimana penelitian dilakukan, termasuk desain 

penelitian, prosedur penelitian (dalam bentuk algoritma, Pseudocode, atau lainnya), cara 
memperoleh data, dan cara melakukan pengujian apa pun. Deskripsi program penelitian harus 
didukung dengan referensi, sehingga penjelasannya dapat diterima secara ilmiah. 

 
2.1. Lung cancer 

Lung cancer is a condition caused by cancer cells growing in the lungs. Lung cancer causes a 
weakened immune system, tumors, and other abnormalities that prevent the body from functioning 
properly [6]. Based on cell origin, lung cancer is divided into two subtypes, namely the first non-
small-cell lung cancer (NSCLC) which also has several subtypes and the most common are 
adenocarcinoma and squamous carcinoma [2]. second, small-cell lung cancer (SCLC), which is a 
neuroendocrine carcinoma that is often suffered by active smokers [3]. Congenital factors that are at 
risk of lung cancer include age where the average lung cancer sufferer is 70 years between men and 
women, gender where men are at greater risk of suffering from lung cancer compared to women, 
and heredity [6]. 
 
2.2. Machine learning 

Machine learning is a branch of artificial intelligence that focuses on developing algorithms that 
allow computers to learn from data and make predictions without being explicitly programmed. 
[26][27]. Techniques in machine learning are widely applied in many fields, namely computer vision, 
pattern recognition, spacecraft engineering, finance, biological computing, and health [28]. ML 
algorithms use input data to achieve tasks without being programmed just by learning from 
experience so that they are better at producing a particular output. This process is referred to as 
training where sample data is entered along with the desired results [29]. In ML, it is divided into 
two learning models that are commonly used, namely the first is supervised learning which is 
applied for classification, and generally the learning process uses labeled datasets [30]. secondly, 
unsupervised learning is applied for grouping and generally, the learning process uses unlabeled 
datasets [29]. There are many algorithms in both models. Several algorithms in ML that fall into the 
supervised learning category include linear regression, logistic regression, decision tree (DT), naive 
bayes, random forest, neural network, and so on. In this research, the ID3 decision tree method is 
used to predict lung cancer. 

 
2.3. Decision tree ID3 

Decision trees are a method in machine learning for carrying out various classification, 
regression, and prediction tasks [32]. Decision trees are popular because they are easy to understand 
and not too complex. In general, decision trees are used as prediction models to predict target 
variable values[33]. Rules or rules models usually use if-then rules[34]. Entropy and information 
gain are used in ID3 classification. Information gain to determine the features that will be used to 
build a decision tree[33]. Making a decision tree starts from the root node to predict the class label 
of the decision tree. From the root node, the attribute information gain is then compared until the 
largest information gain is obtained to be used as an internal node or branch until a leaf node is 
obtained[35]. The stages in ID3 are as follows. The stages in ID3 are as follows. 
1) Calculate the entropy and information gain values 

2) Calculation of the entropy value using (1). 

 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) =  −𝑝𝑎 𝑙𝑜𝑔2 𝑝𝑎 −  𝑝𝑏 𝑙𝑜𝑔2 𝑝𝑏 (1) 

 

Where S represents the universe, 𝑝𝑎 represents the number of first-class attributes, and 𝑝𝑏 

represents the number of second-class attributes. 

After calculating the entropy value, then calculate the information gain attribute value using (2). 
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 𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) −  ∑
|𝑆𝑣|

|𝑆|
𝑣 𝜖 𝑛𝑖𝑙𝑎𝑖 (𝐴)

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣) (2) 

 

Where S represents the universe, A represents the attributt, Entropy (S) represents the entropy 

of the entire class, 𝑆𝑣 represents the number of attributes of each class, S the proportion of the 

universe, and Entropy (S) represents the entropy of the entire class. 

3) Specifies the root 

The root is determined based on the information gain attribute from the results of previous 

calculations. The largest information gain will be the root node.  

4) Forms internal node 

Internal nodes are determined from branching root nodes. When the root node's branch entropy 

value is 0, there are no further branches. If the entropy is not 0, then the information gain is 

recalculated to form the internal node. 

5) Forming leaf nodes 

The final node represents the target class of classification using a decision tree. 

2.4. Cross-validation 
The statistical technique that is widely used to evaluate the performance of machine learning 

models is cross-validation (CV) that divide data into training sets called folds [36][37]. The dataset 
will be divided by the specified k-fold and iterated by k-fold as well. One subset of folds is used as 
validation data and for each iteration, training data is taken from the remaining folds [38]. Cross-
validation techniques can be used to optimize hyperparameters of statistical and machine learning 
models, prevent overfitting of models, and estimate model generalization errors [39]. 
 
3. METHODS 

Fig. 1 shows the methodology used in this research.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Methodology used in this research 
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A more detailed description of the research methodology is shown in Fig. 1 as follows.  

1) Study literature, At this stage, conducting a literature review of previous research relevant to this 
research topic. 

2) Data collection, The dataset used in this research uses a dataset that is publicly available from 
Data World.  

3) Pre-processing data, checked and ensured that the dataset complied with the data quality criteria 
specified in this research. The data quality criteria set in this research are complete data, using 
appropriate data types, and no duplication of data. 

4) Model making, dataset that meets the data quality criteria in this research then a decision tree 
model with various parameters. The parameters used are first, induce binary tree, this parameter 
is used to build a binary model on a decision tree. Second, namely the min number of instances 
in leaves, this parameter is used to determine the minimum number of branches and is 
determined as 15. Third, namely the parameter limits the maximal tree depth, this parameter is 
to determine the maximum depth of the decision tree and is determined as deep as 20. Fourth 
namely stop when the majority reaches (%) to determine the learning threshold of 100%. 

5) Evaluation, At this stage, the performance evaluation of the decision tree model which has been 

created using a cross-validation technique. This study used 10-fold cross-validation. The 

results of this evaluation are seen from several evaluation metrics, including: 
a. Accuration, is the ratio of the total correctly predicted data to the total of all data. Calculated 

using (3): 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑡𝑖𝑜𝑛 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (3) 

 

b. Precision, is the ratio of the proportion of the number of correct positive predictions to all 

positive prediction data. Calculated using (4): 

 𝐴𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4) 

 

c. Recall, is the ratio of the proportion of the number of correct positive predictions to the 

amount of actually positive data. Calculated using (5): 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (5) 

 

d. F1-score, is a average of precision and recall. Calculated using (6): 

 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
𝑝𝑟𝑒𝑠𝑖𝑠𝑖 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑠𝑖𝑠𝑖 + 𝑟𝑒𝑐𝑎𝑙𝑙
 (6) 

 
Where TP means the facts and the predicted results are positive, TN means the facts and the 

predicted results are negative, FP means the predicted data is correct but the facts are negative, and 
finally FN means the predicted data is negative but the facts are positive. 
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4. RESULTS AND DISCUSSION 
Data from Data World (https://data.world/cancerdatahp/lung-cancer-data) consists of 1000 

data records and has 25 attributes, each attribute contains a range of risk severity levels on a scale of 
1-9. The attributes in the dataset are described in Table 1. 

 
Table 1. Attribute dataset 

Attribute Value 

Patient id Patient id 
Age 14-73 years old 

Gender 1, 2 
Air pollution 1-8 
Alcohol use 1-8 
Dust allergy 1-8 

Occupational hazards 1-8 
Genetic risk 1-7 

Chronic lung disease 1-7 
Balanced diet 1-7 

Obesity 1-7 
Smoking 1-8 

Passive smokers 1-8 
Chest pain 1-9 

Coughing of blood 1-9 
Fatigue 1-9 

Weight loss 1-8 
Shortness of breatch 1-9 

Wheezing 1-8 
Swallowing difficulty 1-8 
Clubbing of finger nail 1-9 

Frequent cold 1-7 
Dry coughing 1-7 

Snoring 1-7 
Level Low, medium, high 

 
At the pre-processing stage, the dataset met the data quality criteria in this research. However, 

there is 1 feature that will not be used in this research, namely the patient_id feature. This is because 
the patient_id feature has no effect on the learning process. The final result of this pre-processing 
stage is 24 features and 1000 data which will be used for the learning process. 
 
4.1. Model making 

The implementation of decision trees in this research produces rules obtained from the decision 
tree. The model is built using several parameters, namely: 
a. Induce binary tree, to build a binary model on a decision tree. 

b. Min number of intances in leaves, to determine the minimum number of branches of 15. 

c. Limit the maximal tree depth, to determine the maximum depth of the decision tree as 20. 

d. Stop when majority reaches (%), to determine the learning threshold of 100%. 

From the model built using these parameters, the model then produces a visual binary decision 
tree shown in Fig. 2. 

 

https://data.world/cancerdatahp/lung-cancer-data
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Fig. 2. Visual decision tree 

 
From Fig. 2, rules were then created as shown in Table 2.  
 

Table 2. Rules 
No Rules 

1 If Coughing of blood > 5 ^ Frequent cold > 1 ^ Obesity > 6, Then High 
2 If Coughing of blood > 5 ^ Frequent cold > 1 ^ Obesity <= 6, Then High 
3 If Coughing of blood > 5 ^ Frequent cold <= 1 ^ Air pollution > 1 ^ Alcohol use > 7, Then High 
4 If Coughing of blood > 5 ^ Frequent cold <= 1 ^ Air pollution > 1 ^ Alcohol use <= 7, Then Low 
5 If Coughing of blood > 5 ^ frequent cold <= 1 ^ Air pollution <= 1, Then Medium 
6 If Coughing of blood <= 5 ^ Wheezing > 4, Then Medium 
7 If Coughing of blood <= 5 ^ Wheezing <= 4 ^ Snoring > 4, Then Medium 
8 If Coughing of blood <= 5 ^ Wheezing <= 4 ^ Snoring <= 4 ^ Obesity > 4, Then Medium 
9 If Coughing of blood <= 5 ^ Wheezing <= 4 ^ Snoring <= 4 ^ Obesity <= 4, Then Low 

 
The rules in Table 2 are then explained in more detail as follows. 
Rules 1 : If the severity of coughing blood is above 5 and the severity of fever (frequent cold) is 

above 1 and the severity of obesity is above 6, then a person is categorized as having a high risk of 
lung cancer. 

Rules 2 : If the severity of coughing blood is above 5 and the severity of fever (frequent cold) is 
above 1 and the severity of obesity is less than or equal to 6, then a person is categorized as having 
a high risk of lung cancer.  

Rules 3 : If the severity of coughing blood is above 5 and the severity of fever (frequent cold) is 
less or equal to 1 and the severity of environmental air pollution is above 1 and the level of alcohol 
addiction is above 7, then a person is categorized as being at risk of lung cancer High.  

Rules 4 : If the severity of coughing blood is above 5 and the severity of fever (frequent cold) is 
less or equal to 1 and the severity of environmental air pollution is above 1 and the level of alcohol 
addiction is below or equal to 7, then a person is categorized as at risk of cancer Low. 

Rules 5 : If the severity of coughing blood is above 5 and the severity of fever (frequent cold) is 
less than or equal to 1 and the severity of environmental air pollution is below or equal to 1, then a 
person is categorized as being at medium risk of lung cancer. 

Rules 6 : If the severity of the coughing blood is below or equal to 5 and the severity of the 
wheezing is above 4, then a person is categorized as being at medium risk of lung cancer. 

Rules 7 : If the severity of coughing blood is below or equal to 5 and the severity of wheezing 
is below or equal to 4 and the severity of snoring is above 4, then a person is categorized as being at 
medium risk of lung cancer. 

Rules 8 : If the severity of coughing blood is below or equal to 5 and the severity of wheezing 
is below or equal to 4 and the severity of snoring is below or equal to 4 and the severity of obesity is 
above 4, then a person is categorized as being at risk of lung cancer medium.  
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Rules 9 : If the severity of coughing blood is below or equal to 5 and the severity of wheezing 
is below or equal to 4 and the severity of snoring is below or equal to 4 and the severity of obesity is 
below or equal to 4, then a person is categorized as in a low risk of lung cancer. 

From these rules, a person can know whether they are at risk of suffering from lung cancer or 
not. From the model that has been built, then an evaluation is carried out of the performance of the 
model that has been created. 
 
4.2. Evaluation 

The evaluation stage is carried out using orange tools. The cross-validation technique was used 
to overcome the overfitting that occurred in previous research. The number of folds used in this 
research was determined to be 10. After evaluating using the 10-fold cross-validation technique, 
accuracy, precision, recall, and f1-score were obtained with the proportion of predicted data and 
actual data presented in the confusion matrix table as in Fig. 3. 

 
  

(a). Using cross-validation (b). Using random sampling 

Fig. 3. Confusion matrix 

 
The results obtained from the evaluation stage using the cross-validation technique produced 

an accuracy of 96.7%.This accuracy result means that the probability of a correct prediction for new 
data is 96.7%. These accuracy results show that the decision tree model has very good accuracy. 
However, model accuracy can be influenced by various things, including the quality used and many 
new data features are used. The better data quality, the greater the possibility that the resulting 
accuracy will be higher. The more features in the dataset used, the higher the resulting accuracy.  

The results of the precision and recall evaluation using the cross-validation technique obtained 
a result of 96.7%, which means that the prediction accuracy will reach 96.7% when the model is used 
to predict new data. 

The results of the f1-score evaluation using the cross-validation technique produced an f1-score 
value of 96.7%, which means the performance of the model built was very good. 

As for previous research, the model experienced overfitting using random sampling techniques. 
His research resulted in an accuracy of 100%, precision of 100%, recall of 100%, and f1-score of 100% 
[20]. These results indicate that there is overfitting here and special treatment is needed so that the 
results are better. 

By using cross-validation techniques the resulting accuracy, precision, recall, and f1-score were 
lower than in previous research, but the results were more stable. This is because in evaluating the 
model using the cross-validation technique, all data is used for training data and validation data 
according to the k-fold value, namely 10. The 1000 data used are divided into 10 segments and in 
each iteration, these segments are used as validation data so that All data is useful as training data 
and validation data. Based on this, the evaluation carried out is more general and the results are also 
more stable so that it can overcome overfitting in the decision tree model. 

 
5. CONCLUSION 

Implementing a decision tree for lung cancer prediction produces a rules model that can be used 
to predict lung cancer. After the model rules were created, the model was evaluated using cross-
validation techniques to overcome overfitting in previous research with a k-fold value = 10. This 
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cross-validation technique is better compared to the random sampling technique because the results 
obtained from the cross-validation technique are more stable and with the cross-validation technique 
the prediction error can be estimated. The results of overfitting improvements in previous research 
were successful in reducing accuracy, precision, recall, and f1-score by 3.3%. In this study, the 
resulting accuracy was 96.7%; precision of 96.7%; recall of 96.7%; and f1-score of 96.7%. Based on 
these results, it can be concluded that the cross-validation technique can overcome overfitting in the 
decision tree model with more stable and general results. 
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