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Abstract. Diseases that commonly attack rice plant are: bacterial leaf blight, brown spot, and 

leaf smut. The disease can lead to a significant decrease in the quality and quantity of 

agricultural products so that it can cause economic loss. Farmers usually find out that the rice 

plant has been affected by the disease when it already shows severe symptoms and has spread 

to various parts of the plant so it is too late to control. Another thing that causes the failure of 

disease management in rice plant is the lack of knowledge of farmers about the symptoms of 

the disease which causes the provision of inappropriate treatment actions caused by errors in 

identifying the type of disease that appears with almost the same physical symptoms. 

Therefore, we need a solution in the form of a model that is able to identify the types of disease 

in rice plant so that farmers including the general public can detect disease that attack rice plant 

accurately and quickly. This study aims to develop a model for identification of rice plant 

disease based on plant leaf images. The research stages are: collecting rice leaf image data, 

sharing data for training and testing data using cross validation techniques, implementing the 

SVM algorithm and evaluating the model using a confusion matrix and calculating the 

accuracy, precision and recall of the SVM algorithm. The results of the evaluation of this 

identification model indicate that SVM can identify leaf disease of rice plant with an accuracy 

value of 0.90 or 90%, a precision of 0.902 or 90% and a recall of 0.900 or 90%. 

1. Introduction 

Rice (Oryza sativa. L) is one of the oldest foodstuffs in the world that is still consumed today, is 

the main source of carbohydrates for the world community including Indonesia, therefore rice is a very 

strategic trading commodity. Indonesia ranks as the fourth largest rice producer in the world by 

producing 35.4 million metric tons per year. The Central Statistics Agency (BPS, 2021) in the 

Publication of Indonesian Statistics 2021 stated that the rice harvest area in 2021 reached around 10.41 

million hectares, a decrease of 245.47 thousand hectares or 2.30 percent compared to the rice harvest 

area in 2020 which was 10.66 million hectares. Meanwhile, rice production in 2021, which was 54.42 

million tons of GKG, decreased by 23.91 thousand tons or 0.43 percent compared to rice production in 

2020 which was 54.65 million tons of GKG. Meanwhile, rice production in 2021 for food 

consumption of the population reached 31.3 million tons, a decrease of 140.73 thousand tons or 0.45 

percent compared to rice production in 2020 which was 31.50 million tons. 

The Indonesian government is trying to maintain and even increase the amount of national rice 

production. Various efforts have been made by the government, including through improving the 

package of cultivation technology and post-harvest handling, increasing the area of rice fields, 

rehabilitating land and creating new paddy fields, as well as dealing with pests and diseases of rice 

plants. Diseases that attack rice plants can cause crop failure, so there can be a decrease in the amount 

of rice production.  Plant disease is a condition in which plant cells and tissues cannot function 

normally, which is caused by the presence of continuous disruption by pathogenic genes (biotics) or 

environmental (abiotic) factors. Plant disease occurs when one or more of the physiological functions 

of a plant become abnormal due to the presence of pathogenic disorders or certain environmental 

conditions.  Some types of diseases that affect the leaves of rice plants proposed by the ministry of 

agriculture in the recommendation guidelines for the control of pests for plant organisms of cereal 

plants (2013) are: bacterial leaf blight, brown spot and leaf smut.  The disease can result in death and a 
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significant decrease in the quality and quantity of agricultural products so that it can economically 

cause losses to farmers.  In addition to conducting early identification, farmers must know how to 

prevent and treat each disease that attacks rice plants by knowing the factors or symptoms that arise as 

early as possible.  Farmers generally know the disease that attacks rice leaves when they have shown 

severe symptoms and have spread to various areas so that they are too late to be controlled, causing 

crop failure. Another thing that causes the failure to deal with rice diseases is that rice diseases 

generally have almost the same physical symptoms.  Therefore, a step is needed for early 

identification of diseases that attack rice plants so that preventive measures can be taken [1]. 

One way that can be used to help the initial identification process of diseases in rice plants is to 

use data mining algorithms through design and build or model engineering that can help identify 

diseases in rice plants in detail and thoroughly. This can be done by utilizing and processing the leaf 

image of the rice plant affected by the disease, then comparing the leaf image with the condition of the 

rice plant which will be identified as the type of disease. The shape of the spotted spots, color, and 

texture are important parameters that are commonly used to identify the type of disease in rice leaves 

[2],[3]. Leaves are the part of rice plants that are often attacked by diseases, but leaves are also the 

most easily observed part of rice plants to identify the type of disease in rice [4]. Therefore, through 

the right method and by observing the image on the leaves, the engineering model that is built can 

group or identify the type of rice plant disease. 

The research objective is to implement one of the data mining algorithms namely support vector 

machine (SVM) to identify types of rice plant diseases based on rice leaf images. This study carried 

out pattern mapping of leaf images affected by disease, mapping was carried out for three (3) 

categories or types of rice plant diseases, namely: bacterial leaf blight, brown spot and leaf smut. The 

SVM algorithm has been proven to be able to recognize and identify images well and with a high 

degree of accuracy [5],[6]. Several studies have applied the SVM algorithm, including: for the 

identification of rice quality [4], prediction of student graduation [7],[8], promotion strategy [9], 

classification of child growth and development [10], and classification of film opinion data [11].  The 

benefit of research is as an effort to early detect diseases in rice plants appropriately and quickly, so 

that farmers or the community can carry out treatment to overcome diseases in rice plants.  The stages 

of the study are: data collection of rice plant leaf image data, data sharing for training and testing data 

with cross validation techniques, implementation of the SVM algorithm and model evaluation using a 

confusion matrix and calculating the accuracy of the SVM algorithm. 

Research on diseases in rice plants has been widely carried out by applying various data mining 

algorithms, including: a combination of certainly factor and forward chaining algorithms [12],  case-

based reasoning (CBR) algorithms [13], adaptive neuro fuzzy inference system (ANFIS) algorithms 

with an accuracy of 98.5% [14].  Meanwhile [3] it uses several machine learning algorithms, namely: 

k-nearest neighbor (KNN), decision tree J48, Naïve Bayes, and regression logistic. Meanwhile, [15] 

classified rice diseases based on leaf imagery using the Resnet101 trained model with  100%  accuracy 

performance and a loss value of 5.61%. The study using the algorithm convolutional neural network 

(CNN) was carried out by [16], [17]. 

Previous researchers who have applied the SVM algorithm for various cases,  including: for the 

identification of rice quality [4], prediction of student graduation [7], [8], promotion strategy [9], 

classification of child growth and development [10], and classification of film opinion data [11]. 

Research applying the SVM method for the detection of rice disease is [18]. 

 

2. Methods 

The research stage carried out starts from data collection, then applies cross validation techniques 

for determining training data and testing data used for the implementation of the SVM algorithm. The 

model evaluation technique uses a confusion matrix to then calculate the accuracy of the SVM 

algorithm. In Figure 1 is presented a chart of the stages of the study. 
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Figure 1. Stages of research 

 

The stages of the research for the development of this monitoring system are: 

 

3.1 Data collection 

The initial stage of the study is the data collection stage. The data used is in the form of digital 

image data of rice plant leaves. The leaf data collected consists of three types of diseases, namely 

bacterial leaf blight, brown spot, and leaf smut. For each type of disease collected 40 pieces of 

imagery, so the total data amounted to 120 data. 

 

3.2.   Cross validation 

Cross validation is a common method used to evaluate classifier performance. In the cross 

validation approach, each record is used several times in the same amount for training data and for 

testing data. This method partitions the data into two subsets of the same size. Select one as the 

training data and the other for the testing data, then the exchange of functions from the subset is 

carried out so that the subset that was previously the training data becomes the testing data and vice 

versa. K-fold cross-validation generalizes this approach by segmenting data into k-sized partitions. 

During the process, one of the partitions is selected for training, while the rest is for testing. This 

procedure is repeated k times in such a way that each partition is used for testing exactly once. K-fold 

cross-validation is used in order to find the best parameters of one model. For the use of the best 

number of folds for validity tests, it is recommended to use 10-fold cross validation in the model, 

since 10 folds is the right amount to get the best estimate [13]. 

 

3.3  SVM algorithm 

The next stage is to implement the SVM algorithm using the Orange tool version 3.3. SVM is a 

data mining method that is included in the supervised learning class. The main goal of this technique is 

to search for the best hyperplane of several existing hyperplanes. The SVM algorithm seeks to obtain 

the optimal separator function to be able to separate two sets of data from two different classes. In the 

SVM technique, the best hyperplane is a hyperplane located in the middle between two data sets of 

two different classes. Looking for the best hyperplane is to maximize margins. Margin is the 

perpendicular distance between the hyperplane and the nearest object. The nearest object is also called 
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the support vector. Hyperplane searches will be performed in multidimensional workspaces to 

maximize the distance between classes [19]. 

 

3.4.  Evaluation 

How to measure the performance of the system is done using a confusion matrix using a table 

that records the results of the SVM algorithm identification work.  The confusion matrix contains 

information that compares the results of the classification carried out by the system with the results of 

the supposed classification.  Some of the studies that apply confusion matrix for evaluation are 

[6],[8],[20]. The matric confusion consists of True positive (TP), False Positive (FP), False Negative 

(FN), and True Negative (TN). The TP (True Positive) value is obtained from the number of 

predictions that are true and the number of correct original values for each class tested. The FN (False 

Negative) value is obtained from the number of false predictions and the sum of the correct native 

values for each class tested. The FP (False Positive) value is obtained from the number of predictions 

that are true and the number of false original values for each class tested. The TN (True Negative) 

value is obtained from the number of incorrect predictions and the number of false native values for 

each class tested. The confusion matrix table is presented in Table 1 below: 

 

Table 1. Confusion matrix 

 

 

 

 

 

Accuracy is defined as the degree of correlation between the predicted value and the actual 

value, so that it can be used to calculate the accuracy of the system to classify data correctly. Precision 

is the level of accuracy between the data expected by the user and the answers given by the system, or 

the accuracy of the truth value in the classification according to the actual truth value. Meanwhile, 

recall is the level of success of the system in calculating how much the truth value (positive) of the 

dataset that is indeed of true value (positive) appears. Here are the mathematical equations for 

calculating accuracy, precision, and recall (nest). 
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3. Results and Discussion  

The data used is digital image data of rice plant leaves collected from the website: 

https://www.kaggle.com. There are 3 groups of image data: bacterial leaf blight, brown spot, and leaf 

smut with a total of 40 images each, so that the total data is 120 images. Table 2 presents an example 

of a digital image of the leaves of the rice plant used for this study. 

 

 

 

 

Table 2. Digital image of rice plant leaves 

Types of Disease Sample Imagery Data Amount of Data 

Label Current Label Predictive  

1 2 

1 True Positive False Negative 

2 False Positive True Positive 

https://www.kaggle.com/
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Bacterial Leaf Blight 

 

 

40 

Brown Spot 

 

40 

Leaf Smut 

 

40 

 

After the data is collected, data sharing is carried out using cross validation techniques. Figure 2 shows 

the details of using 10-folds cross validation. 

 

 
 

Figure 2.  10-folds cross validation 

 

The SVM algorithm applied is linear kernel. In Figure 3 is presented the selection of parameters used 

for the SVM algorithm.  The parameters used in the experiment are Cost (C) = 1.00, Regression loss 

epsilon (Ɛ) = 0.10. For optimization, a repeat of 100 times is carried out, with a numerical tolerance 

value of 0.001. 
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Figure 3.  Parameters of the SVM algorithm 

 

The results of the confusion matrix obtained are presented in Figure 4. 

 

 
 

Figure 4. Confusion matrix 

 

Based on the confusion matrix in Figure 4, the values of accuracy (CA), precision, and recall 

can be calculated. The calculation results are presented in the following Figure 5. 

 

 
 

Figure 5. Algorithm evaluation 
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In Figure 5, the accuracy calculation result is 0.900 or 90%, the precision calculation result is 

0.902 or 90%, and the recall calculation result is 0.900 or 90%. 

 

4. Conclusions  

The SVM algorithm is proven to be able to classify rice plant diseases with an accuracy of 

0.900 or 90%, precision is 0.902 or 90%, and recall is 0.900 or 90%. 
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